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	What you need to know & be able to do
	Things to remember
	Examples
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Students will determine if an association exists between two variables (pattern or trend in bivariate data) and use values of one variable to predict values of another variable.

 
	Scatterplots:

-Displays a relationship between 2 quantitative variables measured on the same individuals.

-Each axis gets a variable.

-Each individual appears as a point in the plot fixed by the values of both variables for that individual.


	1. True or false. You could draw a scatter plot comparing the following variables:
a) person’s weight vs. person’s height

b) test scores vs. number of hours studied

c) favorite music type vs. hours of sleep on a given night
d) male height vs. female height in this course

e) the distribution of shoe size at this school


	
	Explanatory vs. Response variables
	2. In part “a” in number 1, would there be an explanatory and a response variable?
3. In part “b” in number 1, would there be an explanatory and a response variable?



	
	Correlation
NOT affected by:
· Changing units

· Switching x and y axis

IS affected by:

· Outliers


	4. Ben finds a positive correlation between the ml of soda his classmates drink per week and their calorie intake for the week. If he changed the soda measurements to Liters, what would happen to the correlation?


	
	
	5.The following scatterplot shows test scores and hours of study for 10 students at a local middle school. If one student studied for 8 hours, but failed the Regents test with a 50, what would happen to the correlation?  [image: image1.png]Regents Score.
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	Correlation
· Always between -1 and 1

· Closer it is to 0, the weaker it is

Regression

- Has a slope that has the same sign at the correlation (positive or negative)

- Has a y-intercept that is not always statistically valuable

- Can be used to predict values whenever the correlation is strong
	6. Sandy gathers data on the number of times per week people eat fast food and the number of hours of tv they watch per week. She thinks that the more tv people watch, the more fast-food they eat, therefore she uses tv as the explanatory variable and fast-food as the response. She finds out the following information:
          a = 0.5

          b = 2

          r = 0.03

a) What is her line of best fit? 
b) What do the slope and y-intercept mean in this situation?

c) What does the r tell you here? 

d) Should she use her regression to predict how much fast food people will eat in a week based on how much tv they watch? Why or why not?



	
	Residuals
observed y – predicted y 
	7. Beatrice finds a regression y = 34 – 1.3x. Her actual data value when x = 3 is 30. What is the residual? 


	
	r2
What percentage of observed variation is explained by the regression? 
	8. a) If r = 0.23, what percentage of variation is explained by the regression? 
b) Is your regression a good predictor? Why or why not? 



	
	Lurking variables
Common Response

Confounding
	9. A recent research shows that long-distance runners tend to live longer. 
a) Can we conclude that running long-distances increases lifespan? Why or why not?

b) What is a lurking variable in this situation?

c) Further research shows that long-distance runners also tend to live healthier lifestyles (for example, better nutrition). This is an example of :
A. Confounding
B. Common Response
C. Statistical malfunctioning

D. Causation

10. A study shows a positive correlation between the number of times a week people go out to eat and the number or times a month people go to the movie theater. 

a) What is a lurking variable in this situation?

b) Explain why this is an example of common response.




